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Since the last report, several new papers have been published, including:

[1] Kenji Kawaguchi and Jiaoyang Huang. Gradient Descent Finds Global Minima for
Generalizable Deep Neural Networks of Practical Sizes. In Proceedings of the 57th
Allerton Conference on Communication, Control, and Computing (Allerton), 2019.

[2] Kenji Kawaguchi and Yoshua Bengio. Depth with Nonlinearity Creates No Bad Local
Minima in ResNets. Neural Networks, 118, 167-174, 2019.

[3] Kenji Kawaguchi, Jiaoyang Huang and Leslie Pack Kaelbling. Every Local Minimum
Value is the Global Minimum Value of Induced Model in Non-convex Machine
Learning. Neural Computation, 31(12), 2293-2323, MIT press, 2019.

[4] Ameya D. Jagtap, Kenji Kawaguchi, George E. Karniadakis. Adaptive Activation
Functions Accelerate Convergence in Deep and Physics-informed Neural Networks.
Journal of Computational Physics, accepted, 2019.

The first paper [1] first provides experimental observations of the gap between the current theory
and practice, and then proves novel theorems in order to close the gap. Namely, the paper first
provides the observation in Figure 1, and then theoretically proves that for deep neural networks,
gradient decent can find a global minimum with the practical degree of over-parameterization that
matches with the degree of over-parameterization used in practice. It also proves both the upper
and lower bound on the degree of over-parametrization required to guarantee a global minimum
for deep neural networks.
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Figure 1 from paper [1]: it shows that deep neural networks in practice can achieve 100% test

accuracy (and approximately zero training loss) for all datasets without the extreme degree of

over-parameterization that is required by the previous theory, but not required by the proposed
theory.

Whereas the first paper [1] requires over-parameterization, the second paper [2] does not require
over-parametrization and still theoretically guarantees the quality of local minima for nonconvex
optimization of deep ResNets. In optimization, without convexity (and invexity), we have the
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concern of optimization methods getting struck around a region of a local minimum (Figure 1). In
machine learning, this concern occurs when training deep neural networks via nonconvex (and
non-invex) optimization. The second paper [2] shows that we can mitigate this concern by using
deep ResNets, instead of fully-connected deep neural networks.
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Figure 1. lllustration of local minima in non-convex optimization landscapes

Whereas the first and second papers [1]-[2] focus on the specific structures of neural networks
(over-parameterization or ResNets), the third paper [3] provides a novel theory and geometric
viewpoints for general nonconvex machine learning models, including all typical deep neural
networks. For stationary points and local minima, the theory in the third paper [3] concludes global
optimality in the data-dependent and architecture-dependent hypothesis space, which also entails
the previous results for particular architectures such as over-parametrized networks and ResNets.
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